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용어

* ELMo[엘모, Embeddings from Language Model, '언어 모델로 하는 임베딩']

정리

- 2018년 제안된 새로운 워드 임베딩 방법론
- 사전 훈련된 언어 모델[Pre-trained language model, 프리 트레인드 랭귀지 모델]을 사용.

- 순방향 RNN과 역방향 RNN을 활용, 즉 양쪽 방향의 언어 모델을 둘 다 활용한다고 하여 이 언어모델을

biLM[Bidirectional Language Model]이라고 함.
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